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Abstract: In the Market Basket Analysis Frequent pattern mining plays the vital role in finding occurrence frequency 

of the items in a transactional dataset. By this frequent pattern mining analysis every retail company are aimed at 

maximizing the social relationship with the customer. If we use only frequent pattern mining then it generate a large 

amount of itemset which is very difficult to perform the in-memory analysis. So we have proposed a new approach of 

finding the item frequency by associating a weight or utility factor based upon the usage, demand etc. of the item. 

Finally the clustering techniques have been used to classify the customer from the final transactional dataset which will 

help to strengthen the social relationship between the retail organization and their customer. 
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1. INTRODUCTION 
 

Now a day‟s customer rating became an emerging issue to 

promote more products, establishing social relation with 

the customer, adding more numbers of customers etc. On 

the other hand the organization must establish proper 

relationship with the customer not only maximizing the 

benefits, but also the level of satisfaction of the customer 

can include „N‟ numbers of customers with the 

organization. In general the traditional association rule 

mining is based on the support and confidence as a 

measure for the rule generation. On the other way the 

CRM model explains a lot about different models and 

prototype of the customer relationship. Various 

organizations need to make a plan to reach or attract their 

customer. In order to achieve it the organizations should 

not concentrate on the entire customer rather they have to 

be specific to few customer by analyzing the buying 

habits.  
 

It has been realized that, we are rich by data and poor by 

information. Our approach explains how to find out a good 

customer in terms of rating so that, the organization can 

connect to them through various mean and familiar with 

their need. 
 

In our research work we have used Association Rule 

Mining and Classification to find out a suitable rating to 

each of the products or items from the previous 

transactions which will make in analyzing the rules 

generated from the large transactional data set.   

 

2. RELATED WORK 
 

The impact of data mining in CRM [1,4,5]  are take 

important role to find out dynamic information for future 

references. The mining approach can be customer centric 

to find out appropriate information from the raw data 

various data mining applications [2,6,7] named as 

Association rule mining, Clustering etc. can be adopted.   

 
Useful results have been found in various fields 

[3,8,10,12,13,15] of real world to serve the mankind. 

Some of the review work have been performed in these 

related areas and became a source for new development 

[9,11,14]   

 

3. OUR FINDINGS 
 

The association rule mining from a large transactional data 

set not only generates a large number of valid association 

rules but also leads to a difficulty during the analysis. If 

the mining derives the rule not only from the frequency 

but also with the utility of the items then probably that will 

represent in more meaningful way. 
 

In our study we have derived useful information by 

associating item frequency and weighted utility factor with 

the transactional items. 
 

3.1 Proposed algorithm 
 

Step 1: Collect all the transactional data set . 

Step 2: Find the frequency of all the items used in the 

transactions. 

Step 3: Discard the items from the transactions below 

Minimum Support and the table is called  as :
,r filT  

Step 4: Build the utility list of the itrems in 
,r filT  

Step 5:  Associate the utility factor with each item in 

,r filT which are the weights of the items. 

Step 6: Do the classification by considering the utility 

factor 
T

utlc  and prepare the report as per  findings 
 

3.2 Study of the Algorithm 
 

In our model we assumed a small data set containing ten 

transactions among the five items. In the table 1‟s are the 

items reflected in the transaction and 0‟s are not. 
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Tr id I1 I2 I3 I4 I5 

Tr1 1 0 1 1 1 

Tr2 1 1 1 1 0 

Tr3 1 1 0 0 0 

Tr4 1 1 1 0 0 

Tr5 1 1 0 0 1 

Tr6 0 0 0 1 0 

Tr7 1 0 1 1 0 

Tr8 1 0 0 1 1 

Tr9 1 1 0 0 1 

Tr10 1 1 0 1 0 
 

Table 1: Transactions contains various items purchased. 
 

The item frequencies in various transactions have been 

counted and represented in the table 2.  
 

 Items Frequency 

I1 9 

I2 6 

I3 4 

I4 6 

I5 4 
 

Table 2: Frequencies of single item set 
 

We applied the minimum support measure of the 

association rule mining for single item set and rejected 

those items whose frequency are less than Min-Sup. In this 

case the predefined  Min-Sup is 45% .   
 

The items I3, I5 are with frequencies 4 which are less then 

Min-Sup so they are discarded from the computations. 

After removing the frequencies of I3,I5 from the table 2 is 

given in table 3. 
 

Items Frequency 

I1 9 

I2 6 

I4 6 
 

Table 3: Frequencies of single item set after applying  

Min-Sup  
 

As because the frequency of I3 and I5 are less then Min-

Sup so their occurrence in the transaction doesn‟t have any 

significant. It is better to remove I3 and I5 from the 

transaction database for the further analysis. 
 

The new transaction data base after removing the I3 and I5 

became as follows: 
 

Tr id I1 I2 I4 

Tr1 1 0 1 

Tr2 1 1 1 

Tr3 1 1 0 

Tr4 1 1 0 

Tr5 1 1 0 

Tr6 0 0 1 

Tr7 1 0 1 

Tr8 1 0 1 

Tr9 1 1 0 

Tr10 1 1 1 
 

Table 4: The new Transaction history after removing  

I3, I5. 

The transaction History now represented in a form of 10 X 

3 matrix after removing the occurrence of the item whose 

support is less then Min-Sup i.e 45% given as follows: 

1 0 1

1 1 1

1 1 0

1 1 0

1 1 0

0 0 1

1 0 1

1 0 1

1 1 0

1 1 1

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Matrix A: Representing Transactions after Min-Sup. 
 

The weights of the items are predefined and can be in a 

form w11, w12, w13 etc. which can be a numeric value.  The 

weights of the items are defined taking the price, salving, 

seasonal demand, promotional items etc.  
 

Items (I) Weight (w) 

I1 3 

I2 3 

I4 2 
 

 Table 5: The Predefined weights of the Items I1,I2,I3. 
 

This is presented in the matrix B as:  

Matrix C: Multiplying both the matrices A and B and 

represented in the transpose form as follows  
 

(5   8   6   6   6   2   5   5   6   8) 
 

The derived weight are used for the respective transactions 

and represented in table 6. 
 

Tr id Wts 

Tr1 5 

Tr2 8 

Tr3 6 

Tr4 6 

Tr5 6 

Tr6 2 

Tr7 5 

Tr8 5 

Tr9 6 

Tr10 8 
 

Table 6: Weight of the transactions as follows 
 

The table 6 now becomes a base table to retrieve various 

information and report can be prepared as per the 

requirement of the organization. Here it has classified all 

10 customers into 3 classes based upon their cumulative 

weight which represent the utility factor of the item in the 

transaction. 
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Excellent (>=8) Good (>=5 & <= 7) Avg (<5) 

Tr2 Tr1 Tr6 

Tr10 Tr3 

 

 

Tr4 

 

 

Tr5 

 

 

Tr7 

 

 

Tr8 

 

 

Tr9 

 
 

Table 7: Classification of Customer as per their 

cumulative weight. 
 

 
Figure 1: Cluster of the customers( X-axis represents TID, 

Y-axis represents Cum Wt) 

 

4. CONCLUSION 
 

In our research work we have represented the potential of 

data mining to find out the proper categorization of 

customer based upon their buying habits with the utility 

factor of the items from the transactional dataset. The 

research finding of this article minimizes the gap between 

the customer and proprietor to create healthy association 

among the buyers communities. The future scope of this 

work is implementation of ANN in a trained data set to 

find out dynamic weight of items instead of static. 
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